






































 

 

Density-Based Spatial Clustering of Applications with Noise (DBSCAN) is a clustering 

algorithm used for identifying clusters in a dataset based on the density of data points. 

Unlike traditional clustering algorithms like K-Means, DBSCAN does not require a 

predetermined number of clusters and can discover clusters of arbitrary shapes. DBSCAN 

is particularly effective in handling noise and outliers in the data. 

 

Key Concepts in DBSCAN: 

 

1. Core Points: 

   - A data point is considered a core point if it has at least a specified number of 

neighboring points (minPts) within a defined radius (ε). 

 

2. Border Points: 

   - A data point is considered a border point if it has fewer neighboring points than 

minPts but lies within the radius (ε) of a core point. 

 

 

 



3. Noise Points: 

   - A data point that is neither a core nor a border point is considered a noise point or an 

outlier. 

 

4. Directly Density-Reachable: 

   - Two points  A and B are directly density-reachable if B is a core point and A is within 

the radius of B. 

 

5. Density-Reachable: 

   - Two points A and B are density-reachable if there is a sequence of points P1, P2, …., 

Pn such that P1 = A, Pn = B, and each Pi is directly density-reachable from Pi-1. 

 

DBSCAN Algorithm Steps: 

 

1. Initialization: 

   - Choose an arbitrary data point from the dataset. 

 

2. Core Point Identification: 

   - If the chosen point is a core point (has at least minPts neighbors within (ε), a new 

cluster is formed. 

 

3. Density-Reachable Expansion: 

   - Expand the cluster by adding all directly density-reachable points to it. 

 

4. Repeat Steps 2-3: 

   - Repeat the process until no more core points can be found. 

 

 



5. Noise Point Handling: 

   - Any remaining data points that have not been assigned to a cluster are treated as noise 

points. 

 

 

 

Advantages of DBSCAN: 

 

- Ability to Identify Arbitrary-Shaped Clusters: DBSCAN can find clusters with irregular 

shapes and is not sensitive to the number of clusters in advance. 

 

- Robust to Outliers: The algorithm is robust to noise and outliers, classifying them as 

noise points rather than forcing them into a cluster. 

 

- No Need for Predefined Number of Clusters: DBSCAN does not require specifying the 

number of clusters beforehand, making it more flexible. 

 

Parameters in DBSCAN: 

 

ε - The radius within which to search for neighboring points. 

   

minPts (Minimum Points): The minimum number of data points required to form a dense 

region. 

 

 

 

 

 



Metrics for Measuring DBSCAN’s Performance: 

 

Silhouette Score: The silhouette score is calculated utilizing the mean intra- cluster 

distance between points, AND the mean nearest-cluster distance. For instance, a cluster 

with a lot of data points very close to each other (high density) AND is far away from the 

next nearest cluster (suggesting the cluster is very unique in comparison to the next 

closest), will have a strong silhouette score. A silhouette score ranges from -1 to 1, with -

1 being the worst score possible and 1 being the best score. Silhouette scores of 0 suggest 

overlapping clusters. 


